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Truth bias is the tendency to believe information whether or not it is true. 
According to a prominent account, this tendency results from limited cog-
nitive resources. We presented participants true and false statements orga-
nized in coherent narratives, and distracted half of the participants while 
they processed the statements. Our findings suggest that explicitly false 
statements are misremembered as true and affect participants’ judgments 
regardless of cognitive load (Experiments 1 & 2). Experiment 3 replicates 
a distraction-independent truth bias in a paradigm with an equal number 
of true and false statements, suggesting that the truth bias does not depend 
on the frequency of true versus false statements. Experiment 4 suggests that 
when the statements are presented in lists, as it often happens in the rel-
evant literature, the truth bias is significantly underscored. Taken together, 
our results strongly support that the truth bias may be stronger than sug-
gested by previous studies.
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The Oxford Dictionaries proclaimed “post-truth” to be the 2016 word of the year. 
Two major political events of 2016 have abundantly shown how media and the 
public space are full of fake news and misinformation. Given the high number of 
false allegations made during the Brexit referendum campaigns (Andrew, 2017), 
or the 71% inaccuracy rate of the current U.S. president, Donald Trump (PolitiFact, 
2016), one might hope that people routinely monitor information they encounter 
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before believing it. However, ample social psychological research suggests that 
people are “truth biased”: they tend to accommodate new information as if it was 
true (Levine & Bond, 2014; Levine, Park, & McCornack, 1999; Lewandowsky, Eck-
er, Seifert, Schwarz, & Cook, 2012; Street & Masip, 2015). 

The propensity to believe information we receive is evolutionarily efficient in a 
context where the information is mostly accurate (Kissine & Klein, 2013; Levine, 
2014; Levine et al., 1999; Reber & Unkelbach, 2010). However, people tend to be-
lieve information even when informed that it is inaccurate. Multiple studies have 
shown that participants base judgments and conclusions about themselves and 
others on false information, even in the presence of meta-information explicitly 
signaling falsity (Anderson, 1983; Anderson, Lepper, & Ross, 1980; Guenther & 
Alicke, 2008; Schul & Burnstein, 1985; Thorson, 2015). Similarly, participants con-
sistently show a tendency to misclassify more false information as true than true 
information as false, which is a clear indication of a truth bias (Peter & Koch, 2016). 

A prominent account of truth bias in information processing is Gilbert and col-
leagues’ model of statement comprehension and validation (Gilbert, Krull, & 
Malone, 1990; Gilbert, Tafarodi, & Malone, 1993). The central tenet of this model 
is that comprehending and accepting statements is one and the same process such 
that people automatically believe any statement they happen to understand. Re-
jecting a statement as false necessarily occurs at a second stage, after the statement 
has been believed, and only if sufficient cognitive resources are available. To test 
this model, Gilbert and colleagues (1990, 1993) conducted a series of studies where 
they asked participants to read statements that were explicitly tagged as true or 
false (accompanied by the tags “True” or “False,” or presented in different font col-
ors). Crucially, the authors placed half of their participants under extra cognitive 
load during reading, by asking them to simultaneously accomplish an additional 
task (a sound or digit-detection task). Their hypothesis was that participants in 
cognitively taxing conditions would be less capable of proceeding to the second 
stage of disbelieving false statements, thus remaining at the first stage of believing 
them. In line with this prediction, distracted participants misremembered more 
false statements as true and were more influenced by the false statements on sub-
sequent judgments they made. 

According to Gilbert and colleagues, thus, cognitive load plays a very central 
role in the operation of truth bias. This has two important theoretical implica-
tions. The first implication concerns the mechanism of the truth bias. If available 
cognitive resources during information processing determine the extent to which 
people will eventually (dis)believe encountered information, then the effect will, 
at least partly, be located at the stage of processing or understanding the informa-
tion (see Gilbert, 1991). 

The second implication relates to the pervasiveness of the truth bias. The setup of 
Gilbert and colleagues (1990, 1993) stresses the operation of truth bias under high 
cognitive load, but these authors were less emphatic with regard to the potential 
operation of the truth bias when cognitive load is low. Actually, the statistical mod-
els in many of their studies did not directly test whether undistracted participants 
were truth biased. Whether people are capable of rejecting incorrect information 
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if they have sufficient cognitive resources is of primary importance for determin-
ing the extent and pervasiveness of the truth bias. This in turn, is crucial for the 
development of strategies that will seek to shield people against misinformation. 

In view of these two implications of Gilbert and colleagues’ account, it is cru-
cial that some scholars did not find an effect of cognitive resource availability on 
the susceptibility to incorrect information (Fiedler, Armbruster, Nickel, Walther, 
& Asbeck, 1996; Fiedler, Walther, Armbruster, Fay, & Naumann, 1996). In one of 
these studies, distracted and undistracted participants viewed the interior of a flat 
and were then presented true and false statements about the depicted scene. In a 
later recognition test, participants misremembered seeing things contained in the 
false statements they read, regardless of whether they were distracted (Fiedler, 
Walther, et al., 1996). In the same vein, Marsh and Fazio (2006) found that partici-
pants are susceptible to misinformation contained in fictional stories, even when 
the stories are fairly easy to process, and hence should not particularly tax cogni-
tive resources. 

These studies differ from Gilbert and colleagues (1990, 1993) in that participants 
could not rely on external meta-information to monitor the truth value of the in-
formation they received. In order to accurately reject false information participants 
had to rely on their own memories of videos they previously saw (Fiedler, Walther, 
et al., 1996) or on general knowledge stored in their long-term memory (Marsh & 
Fazio, 2006). So, while these studies challenge the idea that low cognitive demands 
shield people from false information, it remains unclear whether explicit meta-
information, coupled with the absence of high cognitive load, suffices to cancel 
the truth bias. The main aim of this article is to test whether cognitive load is a 
necessary condition for truth-bias effects, in contexts where participants have to 
rely on external meta-information to reject or accept information they encounter 
(Experiments 1–3). 

The present article also addresses a methodological issue. Many studies assess-
ing the truth bias, especially those that oppose its existence, rely on unrealistic 
situations. Participants are typically presented with a list of true or false unrelated 
statements, and are then asked to recall the statements’ truth value or make judg-
ments related to the statements (Fazio, Brashier, Payne, & Marsh, 2015; Gilbert et 
al., 1990; Hasson, Simmons, & Todorov, 2005; Nadarevic & Erdfelder, 2013; Richter, 
Schroeder, & Wöhrmann, 2009). This presentation mode is unlikely to reflect real-
life processes, where statements are generally integrated and embedded within 
wider discourses, and are difficult to validate in a piecemeal fashion. Experiment 4 
tested the hypothesis that, when the information participants are presented comes 
in the form of discrete individual statements, the truth bias is significantly reduced. 

STUDY OVERVIEW

In Experiments 1–2, we tested the extent to which truth bias depends on cogni-
tive load by adapting Gilbert and colleagues’ paradigm (1993, Experiment 1). In 
the original study participants were instructed to act as trial judges, and read two 
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crime reports containing true and false statements, as indicated by their font color 
(black = true, red = false). False statements aggravated the severity of one crime 
and attenuated the severity of the other. Half of participants were cognitively load-
ed while they read the false statements through a digit-search visual task. Partici-
pants were then asked to judge the perpetrators and fill in a truth-value memory 
test. Gilbert and colleagues found that judgments by distracted participants were 
more influenced by the false aggravating and attenuating statements than judg-
ments by control participants. At the memory level, distracted participants tended 
to misremember more false statements as true, but did not differ from the undis-
tracted group as for their memory of true statements. 

Gilbert and colleagues’ (1993) paradigm has the advantage of presenting state-
ments as a coherent narrative. This natural mode of information presentation is 
more suited to investigate potential real-life operation of a truth bias than the dis-
crete statement presentation often adopted in other studies. Furthermore, in many 
countries lay citizens may be jury members, a role in which they are required to 
disregard information based on explicit meta-information. This element renders 
Gilbert and colleagues’ paradigm ecologically valid. In Experiment 1, participants 
listened to reports similar to those of Gilbert and colleagues while the statements’ 
truth value (true vs. false) was manipulated using two different voices (male vs. 
female). Information about the speakers’ voice is integrated early in the statement 
interpretation process (Van Berkum, van den Brink, Tesink, Kos, & Hagoort, 2008), 
which renders this truth-value manipulation more naturalistic than the manipula-
tion used in the original study. Using the judgment and memory measures of the 
original study, we tested both whether distraction may increase the truth bias, 
and whether the truth bias emerges among undistracted participants despite the 
presence of explicit truth-value meta-information. In Experiment 2, we tested the 
same hypotheses in a visual paradigm almost identical to that used by Gilbert and 
colleagues. This experiment also tested source memory for the statements rather 
than memory for their truth value, thus providing an alternative, indirect test of 
participants’ truth-value memory. 

Experiment 3 was designed to rule out the possibility that the truth bias detected 
in Experiments 1 and 2 would be triggered by the relative higher frequency of 
true compared to false statements, an element inherent in the original paradigm. 
Finally, Experiment 4 had two objectives. First, it tested our hypothesis that the 
often-used discrete statement presentation weakens the truth bias. Second, by 
counterbalancing the true and false statements across the truth-value factor, it ad-
ditionally tested whether our stimuli were inherently believable and showed that 
the truth bias in these specific studies is not due to the particularities of our mate-
rial. Materials, data, and analyses for all studies can be found here: osf.io/g8bjk. In 
all our studies we report power analyses, all eventual data exclusions (if any), and 
all manipulations and measures used. 
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EXPERIMENT 1

METHOD AND MATERIAL

The Reports. We pretested adapted translations of Gilbert and colleagues’ (1993) 
crime reports in French to verify that each of the reports we used contained seven 
false statements that either aggravated or attenuated the severity of the crime.1 The 
reports of two targets, Etienne and Dimitri, were, thus, crossed with version (false 
statements: aggravating vs. attenuating). The four reports were prerecorded in a 
neutral tone of voice by two native French speakers, a male, and a female, both 
having professional acting experience. In each recording, the two speakers took 
turns, one reading the neutral true statements (the core of the story) and the other 
the seven false (aggravating or attenuating) statements, in order to form a coherent 
narrative, with intertwined true and false statements. Participants listened to one of 
eight report pairs, resulting from the orthogonal combination of report × version × 
truthful speaker (male vs. female). Each participant listened to the aggravating ver-
sion of one report and the attenuating version of the other report, while the truthful 
speaker was constant within, and counterbalanced across participants.

Our audio adaptation of Gilbert and colleagues’ (1993) paradigm involved four 
additional departures from the original paradigm. First, we designed an auditory 
cognitive-load manipulation, whereby participants had to count the forms of the 
verb avoir (to have) appearing in each report. Each report contained 21 avoir forms in 
total, 13 in true statements and 8 in false statements. Second, while Gilbert and col-
leagues only distracted the reading of false statements, our distraction-task trials 
occurred simultaneously with the presentation of both false and true statements, 
rendering memory for the two kinds of statements more comparable. Third, while 
the original study only included one type of new statements in the memory test, 
we distinguished between aggravating, attenuating, and neutral new statements, 
in order to test whether the attenuating or aggravating character of the false state-
ments could per se affect their credibility. Fourth, a limitation of Gilbert and col-
leagues’ studies was that while they assumed cognitive load to affect truth bias, 
they did not test the correlation between the truth-bias effects and cognitive-load 
task performance. We measured participants’ performance in the cognitive-load 
task, in order to fully assess this relationship. 

DEPENDENT MEASURES2

Judgments. For each perpetrator participants were asked to propose a prison 
term (0–5 years) and to report, on an 11-point scale: a general index of punishment 
severity (extremely light to extremely heavy), dangerousness (slightly danger-
ous to extremely dangerous), potentially beneficial contribution of psychological 

1. For a detailed description of the pretest and the reports used in the experiment see the online 
supplementary material (osf.io/g8bjk).

2. In this experiment, we also measured belief in conspiracy theories using Brotherton, French, and 
Pickering’s (2013) scale. The scale was added at the end of the main questionnaires. As conspiracy 
endorsement was not related to people’s tendency to believe false statements and is not central to our 
main hypotheses, we do not report this measure in detail.
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counseling (not at all to extremely), probability of recidivism (not likely at all to ex-
tremely likely), and their feelings toward him (total indifference to total aversion). 

Memory Test. All participants were presented with the same two lists of 24 state-
ments, one for each report, and were instructed to decide whether each statement 
was present in the report (old) or not (new) and, if it appeared, whether it was true 
or false. Twenty-four statements were presented in each list: 4 old true, 4 old false 
aggravating, 4 old false attenuating, 4 new aggravating, 4 new attenuating, and 4 
new neutral statements. For the participants exposed to the aggravated version of 
each report, the four old attenuating statements of the list counted as attenuating 
new; conversely, for the participants exposed to the attenuated version of each 
report, the four old aggravating statements of the list counted as aggravating new 
(see Table 1 in the online supplementary materials). 

Cognitive-Load Task Performance. Performance in the task was measured as the 
absolute deviation of the number of avoir forms detected relative to the actual 
number. We tested correlations between cognitive-load task performance and the 
truth-bias judgment and memory measures.

PARTICIPANTS AND PROCEDURE 

Gilbert and colleagues’ (1993) group × version critical interaction on participants’ 
prison terms (operationalized as the mean difference of the terms for the aggravat-
ed and the attenuated perpetrators between the cognitive-load vs. control groups, 
n = 35) corresponds to an effect size of f = .68. To replicate such a within-between 
interaction given two groups, two measurements and a correlation between re-
peated measurements of r = .30 (estimated from our pretest) with .95 power, 12 
participants were needed (GPower; Faul, Erdfelder, Lang, & Buchner, 2007). Gil-
bert et al. (1993) did not report the necessary information for a power analysis for 
the cognitive-load effect on memory. GPower suggests 40 participants for an (arbi-
trarily assumed) medium within-between interaction effect (f = .25) in the general-
ized linear mixed model that we used for memory responses, with an assumed 
repeated measures correlation of r = .5, given two groups, six measurements (cor-
responding to the 2 × 3 within-subject interaction in our model) and a power of .95. 

We tested 82 first year undergraduate psychology students at the Université li-
bre de Bruxelles, compensated with course credits for their participation. We ex-
cluded 8 participants from subsequent analyses for one of the following reasons: 
They had participated in similar studies in the past (n = 3), failed to understand or 
to correctly follow the instructions (n = 2), were non-native speakers of French (n = 
1), or the computer crashed during testing (n = 2). Of the remaining 74 participants 
(37 in the cognitive-load and 37 in the control condition, resulting in a .99 power 
for both the judgment and memory analyses),3 25 were male and 49 female. 

3. Our a priori power analyses refer to ANOVAs used by Gilbert et al. (1993). While we preferred to 
analyze our data using hierarchical mixed modeling, which takes random variance into account, and 
is less prone to Type I errors compared to traditional ANOVAS (Judd, Westfall, & Kenny, 2012) our 
results did not change when traditional ANOVAs were used.
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Participants were tested in individual computer booths in groups of maximum 
8. After signing an informed consent, they were given instructions describing their 
task. Participants were informed that the one speaker (e.g., male) provided truth-
ful information, while the other, (e.g., female) provided false information, which 
was taken from other reports that are unrelated to the present cases (see online 
supplementary materials for verbatim instructions). Participants in the cognitive-
load condition were also instructed to count the number of every avoir form occur-
ring in each report. All participants then listened first to Dimitri’s and then to Eti-
enne’s report through headphones. The version order—aggravated-then-attenuat-
ed versus attenuated-then-aggravated—was counterbalanced across participants. 
Finally, participants filled in an online questionnaire, whereby they were asked 
to judge the two perpetrators and to respond to the memory test. In the memory 
test, participants were first reminded which speaker provided the truthful and 
untruthful information, and were then presented with the two 24-statement lists, 
related to Dimitri’s and Etienne’s reports. The statement order in each list was ran-
domized and kept constant across participants. Cognitively loaded participants 
were asked, at the beginning of the questionnaire, to report the number of avoir 
forms in each report. 

RESULTS

In all our experiments, outliers for the judgment analyses were excluded based 
on the median absolute deviation with a constant of 3 (Leys, Ley, Klein, Bernard, 
& Licata, 2013).4 As we analyzed memory responses by means of a Generalized 
Linear Mixed Model for binomial data, we did not exclude outliers by subjects for 
the memory analyses. For correlational analyses, we used the whole sample. Ef-
fect sizes are reported for all pairwise comparisons based on Hedges’ formula of 
Cohen’s d, in order to avoid overestimates due to the correlated repeated measures 
of our mixed designs (Dechêne, Stahl, Hansen, & Wänke, 2010). The mixed model 
used in each analysis was determined based on the design we used, following 
Judd, Westfall, and Kenny’s (2017) recommendations. 

Judgments

We treated the five judgments for each perpetrator as separate items (the value 
of the prison term was multiplied by two to be analogous to the other scales) and 
analyzed them using mixed-effects modeling, with group (cognitive-load vs. con-
trol), and version (attenuated vs. aggravated) as fixed factors. Items, participants, 
and their interaction were included as random effects. Of the total responses, 3.5% 
were excluded as outliers. Figure 1 displays the mean judgments per group. Par-
ticipants judged the perpetrator in the aggravated report more severely than the 
perpetrator in the attenuated report, F(1, 93.56) = 26.04, p < .001, d = .48, 95% CI 

4. In all studies, the exclusion of outliers did not change the conclusions of our analyses.
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[.29, .68] for the cognitive-load condition; d = .57 for the control, CI [.38, .77]. We 
found no main effect of group, F(1, 74.70) = .02, p = .867, d = .02 95% CI [-.16, .10], 
or a group × version interaction, F(1, 46.49) = .15, p = .698.

Memory 

It is possible that aggravating and/or attenuating statements are inherently more 
likely to be believed, independently of their accompanying meta-information. We 
analyzed old and new statements separately to test this possibility. 

Old Statements. Participants could either correctly identify each statement as true 
or false, confound it with the opposite type of statements (as false or true respec-
tively), or misidentify it as new. We used a Generalized Linear Mixed Model for 
binomial data adapted to these three possible responses (GENLINMIXED proce-
dure in SPSS; see Quené & van den Bergh, 2008). We treated the three possible 
responses as repeated measures at three different levels of the fixed factor of clas-
sification (correct response vs. confounded response vs. new item response), on a 
target binomial variable. The target variable was thus repeated three times for each 
of the 48 items participants answered in the memory test. Target was coded 1 at 
the level of the classification factor that represented participants’ actual response, 
and 0 at the other two levels. The target variable was thus binominal, and we ran 
our analysis after it was logit transformed (LOGIT link Target_Option in SPSS; see 
Quené and van den Bergh, 2008). Besides classification, we included two additional 
fixed factors: statement reflected whether each statement was presented as true or 
false in the reports; and group (cognitive-load vs. control). All two- and three-way 

FIGURE 1. Mean judgments per perpetrator for the two groups in Experiment 1. Means and SDs 
are given numerically. Error bars represent 95% CIs.
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interactions of the three fi xed factors were tested. This model, thus, enabled us to 
test both between-groups differences in terms of memory performance, as well as 
within-subject differences in the memory for true versus false statements. In the 
random part, we included intercepts for participants and items.

Figure 2 displays the mean classifi cation percentage per statements, separately for 
each group. There was a signifi cant main effect of classifi cation, F(2, 3540) = 268.94, 
p < .001. Old statements were more likely to be correctly classifi ed than confound-
ed, t(3540) = 24.31, p < .001; d = .99, 95% CI [.90, 1.07], or misclassifi ed as new, 
t(3540) = 21.43, p < .001; d = .88, 95% CI [.79, .96]. Additionally, there was a classi-
fi cation × statements interaction, F(2, 3540) = 77.13, p < .001: Overall, true statements 
were more correctly classifi ed than false statements, t(3540) = 9.76, p < .001, d = .55, 
95% CI [.44, .67]; and false statements were signifi cantly more confounded, t(3540) 
= 8.72, p < .001, d = .52, 95% CI [.40, .63]. Moreover, there were signifi cant interac-

FIGURE 2. Response percentages for the old statements per statements and classifi cation for 
the cognitive-load and control group in Experiment 1. Mean percentages and SDs are given 
numerically. Error bars represent 95% CIs.
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tions between classification × group, F(2, 3540) = 33.00, p < .001, and classification × 
statements × group, F(2, 3540) = 3.13, p = .044. Compared to controls, cognitively 
loaded participants classified fewer statements correctly, t(3540) = -6.43, p < .001, 
d = .35, 95% CI [.24, .47], confounded one truth value with another, t(3540) = 4.63, 
p < .001, d = .29, 95% CI [.17, .40], and misclassified old statements as new, t(3540) 
= 2.78, p = .005, d = .15, 95% CI [.03, .26], more often. Importantly, the three-way 
interaction signaled that despite these differences between the cognitive-load and 
control group, the former did not seem to classify more false statements as new, 
t(3540 = .67, p = .501, d = .04, 95% CI [-.11, .20].

New Statements. We ran a similar model on new statements with statements (ag-
gravating vs. attenuating vs. neutral), classification (correctly classified vs. misclas-
sified as “true” vs. misclassified as “false”), and group (see Figure 3). Classification 
had a significant effect, F(2, 7086) = 853.90, p < .001. New statements were more 
correctly than incorrectly classified, t(7086) = 54.64, p < .001, d = 1.64, 95% CI [1.72, 

FIGURE 3. Response percentages for the new statements per statements and classification for 
the cognitive-load and control group in Experiment 1. Mean percentages and SDs are given 
numerically. Error bars represent 95% CIs.
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1.58] for correctly versus misclassified as “true”; t(7086) = 41.96, p < .001, d = 1.23, 
95% CI [1.17, 1.29] for correctly versus misclassified as “false.” New statements 
were also more likely to be misclassified as false than as true, t(7086) = 8.31, p < 
.001, d = .29, 95% CI [.23, .35]. A classification × statements interaction, F(4, 7086) = 
24.72, p < .001, signaled that the aggravating and neutral new statements were 
classified more correctly than the attenuating ones, t(7086) = 5.86, p < .001, d = 
.28, 95% CI [.19, .37]; t(7086) = 6.97, p < .001, d = .33, 95% CI [.22, .43], respectively, 
which tended more to be classified as false, t(7086) = 4.27, p < .001, d = .22, 95% 
CI [.12, .31] for the comparison with the aggravated; t(7086) = 6.27, p < .001, d = 
.32, 95% CI [.22, .43] for the comparison with the neutral. Besides, the aggravating 
were more misclassified as false than the neutral, t(7086) = 2.38, p = .017, d = .11, 
95% CI [.006, .21], and less as true than the attenuating, t(7086) = -2.26, p = .024, d = 
.17, 95% CI [.08, .26]. Moreover, there was a main effect of group, F(1, 7086) = 9.64, 
p = .002, and a classification × group interaction, F(2, 7086) = 114.55, p < .001. Rela-
tive to control participants, the cognitive-load group classified the new statements 
less accurately, t(7086) = -12.32, p < .001, d = .52, 95% CI [.44, .60], and misclassified 
more new statements as true, t(7086) = 6.53, p < .001, d = .32, 95% CI [.24, .40], and 
as false, t(7086) = 7.98, p < .001, d = .33, 95% CI [.25, .41]. Finally a classification × 
statements × group interaction, F(4, 7086) = 2.78, p = .025, was due to the fact that, 
while both the cognitive-load and the control groups misclassified more attenuat-
ing than neutral statements as false, t(7086) = 3.99, p < .001, d = .29, 95% CI [.14, .44] 
for the cognitive load group; t(7086) = 4.87, p < .001, d = .35, 95% CI [.20, .50] for the 
control group, the control group additionally misclassified more aggravating than 
neutral statements as false, t(7086) = 2.46, p = .014, d = .20, 95% CI [.05, .35] for the 
control; t(7086) = .70, p = .483, d = .04, 95% CI [.09, .19] for the cognitive-load group. 

Judgments–Memory Relationship. We tested the correlation between the difference 
of the judgments for the two perpetrators and the percentage of false aggravating 
and attenuating statements participants misremembered as true. As expected, the 
more participants misremembered false statements as true the larger the impact of 
the false statements on their judgments was, r(74) = .36, p = .001. 

Cognitive Load. Cognitively loaded participants detected over 70% of the avoir 
forms (M = 29.1, SD = 9.4). Cognitive load task performance did not correlate with 
the difference between the judgments for the aggravated and attenuated perpetra-
tor, r(37) = -.18, p = . 138, nor with the percentage of false statements misremem-
bered as true, r(37) = -.15, p = .173.

DISCUSSION

Unlike in Gilbert and colleagues’ (1993) seminal study, distraction did not increase 
the impact that false statements had on participants’ judgments. Additionally, al-
though the cognitive-load task did tax participants’ cognitive resources, impairing 
their identification of all kinds of statements—true, false, and new—it did not se-
lectively affect their tendency to misclassify false statements as true. Thus, in our 
study the effects of cognitive load on participants’ memory were more general-
ized, and not restricted to memory for the false statements. 
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Crucially, both groups confounded more false statements with true than true 
statements with false, and, in both groups, participants’ judgments were influ-
enced by false statements. These effects indicate the operation of a strong truth 
bias, for which cognitive load is not a necessary condition. Lack of significant cor-
relations between performance in the cognitive-load task and memory and judg-
ment measures corroborates the idea that the truth bias is independent of cog-
nitive load. At the same time, as in Gilbert and colleagues (1993), memory and 
judgments correlated, suggesting that they constitute complementary and reliable 
indexes of the truth bias.

Although these results seem quite discrepant from those of the original study, in 
one of the experiments that Gilbert and colleagues ran (1993; Experiment 2), cog-
nitive load increased not only participants’ tendency to misremember false state-
ments as true, but also their tendency to misremember them as new. Additionally, 
in those seminal studies there was also evidence that cognitive load increased par-
ticipants’ tendency to mistake new items for old true ones (Experiment 1), and true 
statements for new ones (Experiment 2). Thus, the tendency for cognitive load to 
more globally affect participants’ performance in the memory test is not a com-
pletely novel finding. 

It is worth emphasizing that our results were not driven by a general tendency 
to classify any item as true, as our participants misclassified more new statements 
as false than as true. This finding likely reflects the fact that in such memory tests 
participants partly judge the statements’ truth value driven by the statements’ fa-
miliarity or processing fluency (Dechêne et al., 2010). Under such a perspective, 
familiarity or fluency give an impression of truth, and as new statements are less 
familiar or fluent compared to both the true and the false old statements, partici-
pants may be biased toward judging new statements as false. Finally, the respons-
es on the different types of new statements suggested that the aggravating and at-
tenuating statements were more likely to be misclassified as false than the neutral 
ones, which indicates that the non-neutral content of the false statements did not 
render them especially believable. This last finding suggests that participants did 
not tend to judge the false statements as true merely because of their aggravating 
or attenuating content, but rather due to their high fluency or familiarity emerging 
from their past encounter. 

The results of Experiment 1, thus complement prior studies and attest to the 
existence of a strong truth bias that is independent of cognitive load (Fiedler, Wal-
ther, et al., 1996; Marsh & Fazio, 2006). While those studies suggested that cogni-
tive load does not affect the truth bias when participants rely on their own knowl-
edge to reject inaccurate information, Experiment 1 showed that the same holds 
when participants have to rely on explicit truth-value meta-information. Since our 
paradigm differed in several aspects from that of Gilbert et al. (1993), at this point 
it is unclear whether the same results can be replicated using the original visual 
paradigm. Experiment 2 tackles this issue.
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EXPERIMENT 2

METHOD AND MATERIAL 

The design and materials were identical to those used in Experiment 1, but now 
the procedure was very similar to Gilbert et al.’s (1993, Experiment 1), with true 
and false statements presented to the participants visually. We created one video 
for each report × version combination whereby the text of the reports crawled at a 
rate of 16 characters/second. The videos were presented using E-prime (2.0) and 
participants read aloud the two crime reports, while the text crawled on screen. In 
addition, to make this study as similar as possible to the original study, only the 
five judgments employed by Gilbert and colleagues were used (proposed prison 
term, dangerousness, potentially beneficial contribution of psychological counsel-
ing, probability of recidivism, and feelings toward perpetrators), while partici-
pants could now propose prison terms between 0–20 years. 

Experiment 2 departed from the original study in three respects. First, while Gil-
bert and colleagues (1993) presented true statements in black and false in red font, 
we used green and red fonts respectively. Green and red are generally associated 
with concepts of truthfulness versus falsity, and additionally, this modification en-
sured that both kinds of statements were presented in non-default colors.

Second, in order to measure the correlation between the truth-bias indexes and 
cognitive-load task performance, we slightly modified Gilbert and colleagues’ 
(1993) cognitive-load manipulation, based on a task by Lavie (2006). In the original 
study, participants under cognitive load had to press a button every time the digit 
“5” appeared on the screen, among a stream of digits crawling below the crawling 
report-text line. In our experiments, the digits now appeared in groups of 6 digits 
displayed in two rows (3 on the top 3 on the bottom) of an imaginary rectangular 
positioned below each false statement. Groups of digits appeared along with the 
first letter of a false statement and kept appearing every 2.500 ms until the last 
letter of a false statement disappeared. Participants had to press x every time the 
digit 5 was among the group of digits on the display and n otherwise. A pretest 
had shown that the two letters were similarly related to positive and negative re-
sponses in the task. 

Third, the memory test now assessed participants’ memory of the truth-value 
meta-information, that is, statements’ color, rather than explicit truth value. Frag-
ale and Heath (2004) have shown that people attribute information they believe to 
truthful sources. Accordingly, in this context participants are expected to assign 
the statements they believe the truthful tag (green color) and those they disbelieve 
the untruthful tag (red color). Color memory thus allowed for an indirect measure 
of truth-value memory that could be immune to potential acquiescence effects and 
demand characteristics in the response phase. 
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PARTICIPANTS AND PROCEDURE

The procedure was similar to that in Experiment 1 except that participants were 
tested individually and read Etienne’s (and not Dimitri’s) report first. Following 
Gilbert et al. (1993) participants were asked to read the reports aloud. We tested 63 
students at the Université libre de Bruxelles, rewarded with course credits. Twenty 
participants were excluded from the analyses because they were dyslexic (n = 3), 
non-native French speakers (n = 4), suspicious about the design (n = 1), incapable 
of reading the text aloud (n = 3) or of following the instructions (n = 5). Finally, 
4 participants were excluded because E-prime crashed during the presentation 
phase. Data from 43 participants were finally analyzed (6 male, 37 female; 23 in 
the cognitive-load condition, 20 control). 

RESULTS

Judgments

Of the total responses, 6.5% were excluded as outliers. We ran the same model 
as in Experiment 1, but the prison term measure was now divided by two to be 
comparable to the other measures. As shown in Figure 4, participants judged the 
perpetrator in the aggravated report more severely compared to the one in the 

FIGURE 4. Mean judgments per perpetrator for the two groups in Experiment 2. Means and SDs 
are given numerically. Error bars represent 95% CIs.
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attenuated report, F(1, 16893) = 41.49, p < .001, d = 1.35, 95% CI [1.06, 1.65] for the 
cognitively loaded; d = 1.00, 95% CI [.70, 1.31] for the control. As in Experiment 1, 
there was no effect of distraction or a version × group interaction (Fs < 1). 

Memory

Old Statements. Mean classification (green vs. red) percentage as a function of 
statements (green vs. red) for the two groups is displayed in Figure 5. The models 
used both for old and for new statements were the same as in Experiment 1. There 
was a significant classification effect, F(2, 2052) = 135.61, p < .001. Statements were 
more correctly classified than confounded, t(2052) = 16.47, p < .001, d = .82, 95% 
CI [.71, .93], or misclassified as new, t(2052) = 15.15, p < .001, d = .79, 95% CI [.68, 
.90]. A significant classification × statements interaction, F(2, 2052) = 39.89, p < .001, 

FIGURE 5. Response percentages for the old statements per statements and classification for 
the cognitive-load and control group in Experiment 2. Mean percentages and SDs are given 
numerically. Error bars represent 95% CIs.
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signaled that red statements were less correctly classified than green statements, 
t(2052) = -3.97, p < .001, d = .30, 95% CI [.15, .45], as they were more misclassified as 
green than green statements as red, t(2052) = 8.50, p < .001, d = .65, 95% CI [.50, .81]. 
Additionally, green statements were significantly more misclassified as new than 
red statements, t(2052) = 3.52, p < .001, d = .27, 95% CI [.12, .42]. Finally, there was 
a classification × group interaction, F(2, 2052) = 11.35, p < .001. Cognitively loaded 
participants classified fewer statements accurately, t(2052) = -3.53, p < .001, d = 
.28, 95% CI [.13, .44], and erroneously mistook more old statements for new ones, 
t(2052) = 2.75, p = .006, d = .19, 95% CI [.04, .35]. The group × identification type × 
statements interaction was nonsignificant, F(2, 2052) = 1.14, p = .318. 

New Statements. Mean classification (correctly classified vs. misclassified as green 
vs. misclassified as red) per statements (aggravating vs. attenuating vs. neutral) 
for new items is displayed in Figure 6. The classification effect was significant, F(2, 
12366) = 2048.45, p < .001. New items were more correctly than incorrectly classi-
fied, t(12366) = 89.68, p < .001, d = 2.01, 95% CI [1.95, 2.06] for misclassified green; 

FIGURE 6. Response percentages for the new statements per statements and classification for 
the cognitive-load and control group in Experiment 2. Mean percentages and SDs are given 
numerically. Error bars represent 95% CIs.



TRUTH BIAS IN THE ABSENCE OF DISTRACTION  183

t(12366) = 92.24, p < .001, d = 2.06 for misclassified red, 95% CI [2.01, 2.11]. The clas-
sification × statements interaction was also significant, F(2, 12366) = 17.83, p < .001: 
neutral statements were more correctly classified than the aggravating, t(12366) = 
2.11, p = .026, d = .13, 95% CI [.05, .21], and attenuating ones, t(12366) = 6.11, p < 
.001, d = .28, 95% CI [.20, .36], while the aggravating were more correctly classified 
than the attenuating ones, t(12366) = 4.09, p < .001, d = .14, 95% CI [.07, .21]. The 
attenuating statements on the other hand, were more misclassified as green than 
the aggravating, t(12366) = 3.13, p = .002, d = .13, 95% CI [.06, .20], or neutral ones, 
t(12366) = 1.97, p = .048, d = .09, 95% CI [.02, .16]. Finally, the neutral statements 
were less misclassified as red compared to both the aggravating, t(12366) = -3.78, 
p < .001, d = .22, 95% CI [.14, .30], and the attenuating ones, t(12366) = -5.29, p < 
.001, d = .21, 95% CI [.13, .29]. Besides, there were significant interactions between 
classification × group and classification × statements × group, F(12366) = 13.35, p < .001. 
Compared to control individuals, cognitively loaded individuals misclassified less 
aggravating, t(12366) = -7.32, p < .001, d = .34, 95% CI [.20, .48], and attenuating 
items correctly, t(12366) = -5.17, p < .001, d = .25, 95% CI [.11, .39], as they misclas-
sified them more as green, t(12366) = 4.19, p < .001, d = .21, 95% CI [.11, .31] for the 
aggravating; t(12366) = 4.12, p < .001, d = .21, 95% CI [.11, .31] for the attenuating, 
and as red, t(12366) = 4.25, p < .001, d = .24, 95% CI [.13, .33] for the aggravating; 
t(12366) = 2.22, p = .026, d = .16, 95% CI [.02, .22] for the attenuating. 

Judgments–Memory Relationship. The difference in the judgments of the two per-
petrators correlated with the number of red statements participants misclassified 
red as green, r(43) = .30, p = .026. 

Cognitive Load. There were 78 cognitive-load trials in each report (38 in each). 
Accurate responses corresponded to pressing x in the presence of 5 and n in its 
absence. Mean accuracy was M = 14.61 (18% of the trials, SD = 7.94) and mean RT 
was M = 1007.91 ms (SD = 171.96). As in Experiment 1, these measures did not cor-
relate with the differences in the judgments of the perpetrators in the two versions, 
r(23) = .04, p = .412 for accuracy; r(23) = -.02, p = .466 for RTs, or with the amount of 
red statements misremembered as green, r(23) = .06, p = .379 for the accuracy; r(23) 
= .02, p = .450 for the RTs. 

DISCUSSION 

In line with Experiment 1, the judgment measures of Experiment 2 replicated a 
distraction-independent truth bias, in a paradigm almost identical as that of Gil-
bert et al. (1993). As for the memory task, we obtained analogous results to Ex-
periment 1 even if truth-value memory was now substituted for with truth-value 
meta-memory. This finding provides additional evidence for a genuine truth bias 
at the memory level that is not driven by task demands or social norms (see Dun-
ning, Anderson, Schlösser, Ehlebracht, & Fetchenhauer, 2014). 

Similar to what was found in Experiment 1, relative to new neutral statements, 
new aggravating and new attenuating statements were misremembered more as 
being red. This may indicate that participants somehow realized the aggravating 
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and attenuating nature of the false statements. This realization may, in turn, have 
made them classify aggravating and attenuating statements as false. Even if such 
a tendency existed, however, it was not enough to counter the truth-bias effect for 
old aggravating and attenuating statements. Participants’ responses in the mem-
ory test may, thus, have been driven by multiple processes, that to some extent 
opposed each other. It is possible, for example, that participants, overall, tended 
to classify aggravating and attenuating statements as false, while the familiarity 
or processing fluency of old statements may have finally overcome this tendency, 
leading to the truth-bias effect (Dechêne et al., 2010; Jacoby, 1991). 

In sum, Experiments 1 and 2 robustly demonstrated a truth bias, that emerged 
regardless of participants’ cognitive load and was independent of distraction. The 
difference between our results and those by Gilbert et al. (1993) could be due to 
the slightly different stimuli (different language, different color for the true state-
ments) or the slightly different distraction tasks we used. Note, however, that our 
material and paradigm, especially in the second experiment, were very close to 
those in their original study. Another possibility is that given the pervasive use of 
media and video games in the young generations today, our participants, 30 years 
later, may be much better at multitasking compared to Gilbert et al.’s participants. 
Thus, despite the overall cognitive-load effects on memory accuracy, the specific 
effects of cognitive load on the truth bias may have been overshadowed in our 
studies. 

In any event, the most important implication of our results for the misinforma-
tion effects in real life is not the absence of a cognitive-load effect on the truth bias, 
but rather the strength of the truth bias even in the absence of a cognitive load. 
Our findings show that participants misremembered statements they knew to be 
false as true, in a context where they were expected to be vigilant. This finding 
suggests that the truth bias may actually be stronger than what is often assumed 
in the literature, and is very likely to routinely operate in many not so cognitively 
demanding everyday situations. 

There is, nevertheless, an alternative explanation of our results. Just as in Gilbert 
and colleagues (1993), in our reports, the number of true statements outnumbered 
false ones. Arguably, this is consistent with people’s expectations of real-life situ-
ations, where communicated information is anticipated to be predominantly ac-
curate (Kissine & Klein, 2013; Levine, 2014; Nadarevic & Erdfelder, 2013; Reber & 
Unkelbach, 2010). Yet, it remains possible that in our experimental paradigm the 
imbalance between true and false statements may have enhanced participants’ 
tendency to consider old statements as true. The next experiment is designed to 
rule out this possibility.

EXPERIMENT 3

DESIGN AND MATERIAL 

The same speakers as in Experiment 1 audio-recorded eight new versions of the 
reports used in Experiment 1, now with an equal number of true and false state-
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ments. The untruthful speaker uttered the false statements of the original reports, 
plus other statements that were either in accordance with the (aggravating or at-
tenuating) report version or perceived as neutral according to our pretest. For 
reasons of coherence it was impossible to fully counterbalance the word number 
across true and false statements, yet, these differences, are too small to possibly 
bias participants (see Table 2 in the online supplementary materials). 

All the measures were identical to Experiment 1, except that we excluded the 
usefulness of psychological counseling from the judgments, as we realized that perpe-
trators may profit from counseling regardless of their crime. 

PROCEDURE AND PARTICIPANTS

The smaller effect in our previous studies was that on participants’ memory. The 
average memory effect in the first two experiments was d = .58. To obtain such 
an effect in a within-subjects F test with the correlation between false statements 
misremembered as true and true statements misremembered as true being r = .237 
with a power of .9 and an alpha level of .05 Gpower suggested 49 participants. 
Participants were 48 first-year psychology students at the Université libre de Brux-
elles who participated in the study in exchange for course credits. The procedure 
was the same as in Experiment 1, except for the fact that there was only one, non-
distracted group of participants. Based on the same exclusion criteria as above, 5 
participants were excluded from the analyses, leaving 43 participants (36 female, 
6 male, 1 unknown). 

FIGURE 7. Response percentages for the old statements per statements and classification in 
Experiment 3. Mean percentages and SDs are given numerically. Error bars represent 95% CIs.
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RESULTS 

We used a mixed model with version as fixed factor, and intercepts and slopes of 
participants and items as well as intercepts of participants per item as random 
factors.

Judgments

According to Leys et al.’s method (2013) there were no outliers. As before, partici-
pants’ judgments were more severe for the aggravated (M = 5.74, SD = 2.43) than 
for the attenuated perpetrator (M = 4.69, SD = 2.53), F(1, 180.04) = 5.22, p = .023, d 
= .42 95% CI [.23, .61].

Memory 

Old Statements. We used a Generalized Linear Mixed Model for binomial data 
with classification, statements, and their interaction as fixed factors. Figure 7 dis-
plays mean classification percentage per statements. The classification effect was sig-
nificant, F(2, 1926) = 98.93, p < .001. Again, old statements were more correctly 
classified than confounded, t(1926) = 13.80 p < .001, d = .97, 95% CI [.85, 1.08], or 
mistaken for new, t(1926) = 14.91, p < .001, d = 1.10, 95% CI [.99, 1.22]. Additionally, 
there was a classification × statements interaction, F(2, 1926) =11.12, p < .001. False 
statements were classified significantly less accurately, t(1926) = -3.50, p < .001, d = 

FIGURE 8. Response percentages for the new statements per statements and classification in 
Experiment 3. Mean percentages and SDs are given numerically. Error bars represent 95% CIs.
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.40, 95% CI [.24, .56], and were more likely to be confounded than true statements, 
t(1926) = 3.14, p = .002, d = .35, 95% CI [.19, .51]. 

New Statements. A similar model as for the old statements was used for the anal-
ysis of new statements. Figure 8 displays mean classification percentage per state-
ments. A main effect of classification, F(2, 4251) = 319.50, p < .001, revealed that 
new statements were more correctly classified than misclassified as true, t(4251) = 
35.39, p < .001, d = 1.84, 95% CI [1.75, 1.93], or as false, t(4251) = 24.57, p < .001, d = 
1.31, 95% CI [1.15, 1.31]. Besides, once more, the new statements tended more to be 
misclassified as false than as true, t(4251) = 7.07, p < .001, d = .46, 95% CI [.34, .59]. 
A classification × statements interaction, F(2, 4252) = 15.36, p < .001, signaled that 
the attenuating statements were less correctly classified than both the aggravating, 
t(4252) = -4.76, p < .001, d = .43, 95% CI [.31, .56], and the neutral statements, t(4252) 
= -2.83, p < .001, d = .28, 95% CI [.15, .41]. This reflected that the attenuating state-
ments tended more to be classified as false, t(4252) = 3.74, p < .001, d = .34, 95% CI 
[.22, .46] for the comparison with the aggravated; t(4252) = 4.12, p < .001, d = .39, 
95% CI [.52, .26] for the comparison with the neutral. The aggravating statements 
on the other hand were less misclassified as true compared to both the attenuat-
ing, t(4252) = -3.13, p = .002, d = -.27, 95% CI [-.14, -.39], and the neutral statements, 
t(4252) = -3.83, p < .001, d = -.33, 95% CI [-.20, -.47].

Judgments–Memory Relationship. Again, participants’ judgments correlated with 
their tendency to misclassify false statements as true, r(43) = .42, p = .003.

DISCUSSION 

The truth bias effect found in Experiments 1 and 2 was replicated in an orthogonal 
paradigm, with an equal number of true and false statements. This study, therefore, 
invalidates alternative explanations for our findings in these experiments. Given 
the results of Experiment 3, it is unlikely that participants tended to believe false 
statements to be true based on an implicit learning mechanism or a response strat-
egy, triggered by a higher frequency of true statements in our previous paradigms. 

As regards the memory pattern on new statements, the present experiment 
largely replicates the finding of the previous ones. Once more, new statements 
tended more to be misclassified as false than as true. This finding provides ad-
ditional evidence for the potential impact of processing fluency or familiarity on 
participants’ responses in the memory test. On the other hand, in this experiment 
only the attenuating new statements, but not the aggravating ones, tended more to 
be misclassified as false compared to the neutral ones. At the same time, the aggra-
vating statements were less misclassified as true than the neutral ones. These two 
findings combined, suggest once more that participants may have been somehow 
sensitive to the link in our material between aggravating and attenuating informa-
tion on the one hand, and falsity on the other hand. Future studies could specifi-
cally test how judgments of truth for unlearned information may be affected by 
the known truth or falsity of previously learned information. 

Taken together, Experiments 1–3 support the existence of a strong truth bias that 
occurs even in the absence of cognitive load and operates when statements are ex-
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plicitly tagged as false. These studies, thus undermine the hypothesis that cogni-
tive load or distraction constitute necessary conditions for the operation of the truth 
bias. We leave the relevant implications to the general discussion. Before that, we 
report a final study, designed to determine whether the truth bias critically de-
pends on the way the true and false information is presented to participants. 

EXPERIMENT 4

DESIGN AND MATERIAL 

The primary goal of Experiment 4 was to test whether the truth bias is sensitive 
to the discrete statement presentation mode. Along the way, this experiment also 
tested whether some random characteristics, inherent in the false statements we 
used rendered them particularly believable. To this end, while in Experiments 1–3 
each of the old statements was presented as either true or as false, in this experi-

FIGURE 9. Response percentages for the old statements per statements and classification for 
the past false and past true statements in Experiment 4. Mean percentages and SDs are given 
numerically. Error bars represent 95% CIs.
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ment all statements appeared both as true and as false across participants. Assess-
ing error rates for each statement as a function of its truth value would now reveal 
any such random characteristics. 

We created a short summary of the reports used in Experiment 1, based on a 
subset of the true statements of these reports. Each summary was accompanied by 
a list of the 12 old (the four true and eight false, four aggravating and four attenu-
ating) statements included in the memory test of Experiment 1. As in many studies 
assessing truth-value judgments, these statements now appeared individually and 
sequentially, rather than in the form of a narrative. Crucially, two lists were created 
for each report, and each of the statements was presented as true in the one list and 
false in the other list, while in each list half of the statements were presented as 
true and half as false. The orthogonal combination of the two lists for each report 
resulted in four final lists. Each participant was randomly assigned to one of these 
four lists (see Table 3 in the online supplementary materials). 

The memory test items were identical to those used in the previous experiments. 
Each report now included both aggravating and attenuating information, so that 
no judgment differences between report should be expected. However, we still 
included the prison term measure (0–10 years) and the general index of punish-
ment severity (0–10 scale) to double-check that the reports of Etienne and Dimitri 
were equivalent. 

PARTICIPANTS AND PROCEDURE

The same power analysis as in Experiment 3 applies for the detection of a mem-
ory-based truth bias. Participants (N = 43; 34 female, 9 male) were recruited and 
tested as in the previous experiments. They received similar instructions, but now 
they were informed that they would read two short crime reports and several ad-
ditional true and false statements concerning each of them. We used E-Prime (2.0) 
for the presentation of the report summaries and the accompanying statements. 
Participants first read the two summaries presented on the upper part of a com-
puter screen, at their own reading pace. Next, they launched the presentation of 
the 12 additional true and false statements by pressing the spacebar. Statements 
appeared individually, below the summary in a random order, accompanied by 
their truth-value tag (true or false), which was printed below them. In order to 
eliminate variation due to differences in reading styles or strategies, the duration 
of the presentation for each statement varied according to its length, and corre-
sponded to a relatively slow reading rate of 16 characters/second (see Just, Car-
penter, & Woolley, 1982). Participants first read the report and statements related 
to Dimitri’s crime and then those related to Etienne’s crime. Once they had fin-
ished reading the material, the two judgment questions appeared on the screen, 
followed by the memory task, in which statements appeared on the screen one at a 
time, in a random order, until participants gave their response (true, false, or new).
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RESULTS

We used a mixed model to analyze participants’ memory for the old statements, 
including the fixed factors classification and statements as in Experiment 1, and a 
third fixed factor, past presentation, that reflected each statements’ truth value in 
the previous experiments. Slopes of participants and items were included for each 
level of the classification factor. 

Memory. The first hypothesis was whether the statements now presented as false 
would tend to be classified as true, regardless of their truth value in the previous 
experiments (classification × statements interaction). Second, we were interested in 
whether the past false statements generally tended to be misclassified compared to 
the past true statements (classification × past presentation interaction). Mean classifi-
cation percentage per statements is displayed in Figure 9. There was a classification 
effect, F(2, 2886) = 46.12, p < .001, and a classification × past presentation interaction, 
F(2, 2886) = 11.33, p < .001. Overall, statements were more correctly classified than 
confounded, t(2886) = 8.43, p < .001, d = 1.33, 95% CI [1.23, 1.43], or misclassified 
as new, t(2886) = 11.29, p < .001, d = 1.69, 95% CI [1.58, 1.70], while they were 
also more likely to be confounded than misclassified as new, t(2886) = 2.27, p = 
.023, d = .23, 95% CI [.14, .32]. However, past false statements were more correctly 
classified, t(2886) = 3.11, p = .002, d = .60, 95% CI [.46, .74], and less likely to be 
confounded, t(2886) = -2.52, p = .012, d = .39, 95% CI [.25, .52], than the past true 
statements. There was no classification × statements interaction, F(2, 2886) = 1.36, p 
= .255, which means that the statements presented as false in this study were not 
more confounded than those presented as true, t(2886) = .38, p = .699, d = 0, 95% CI 
[-.14, .14]. However, there was a significant classification × statements × past presenta-
tion interaction, F(2, 2886) = 8.56, p = .001. When the past true statements were now 
presented as false, they were less likely to be correctly identified, t(2886) = -2.16, 
p = .031, d = .22, 95% CI [-.007, .45], and more likely to be confounded, t(2886) = 
2.34, p = .019, d = .23, 95% CI [.004, .46], than when they were presented as true. By 
contrast, past false statements were more likely to be confounded when presented 
as true than as false, t(2886) = -2.07, p = .039, d = -.16, 95% CI [-.01, -.31].

Judgments. Six of the responses were excluded as outliers. Although there was a 
small difference in the judgments of the two perpetrators, this difference did not 
reach conventionally accepted levels of significance, F(1, 43.38) = 2.90, p = .096, M 
= 5.02, SD = 1.8 for Dimitri; M = 5.5, SD = 2.01 for Etienne; d = .25, 95% CI [.10, .40].

DISCUSSION

When explicitly false statements were presented individually and discretely, the 
truth bias was significantly reduced. There are various possible reasons for this. 
First, in our studies, the truth bias was measured via participants’ memory about 
the statements’ truth value. List-wise presentation may have facilitated the piece-
meal storing of each statement in memory along with its truth-value meta-infor-
mation, leading to fewer dissociations between the two. This in turn, may account 
for participants’ better performance in the memory test. Another explanation of 
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our findings can be drawn from the perspective of the referential theory of the 
illusory-truth effect (Unkelbach & Rom, 2017). According to this theory, coherence 
is a crucial factor in judgments of truth, so that statements that seem coherent to 
other knowledge one has, are judged as having a higher truth value. As the state-
ments in Experiments 1–3 were organized in a narrative frame they may have 
seemed more coherent to participants, compared to the statements in the pres-
ent experiment, thus increasing their perceived truthfulness. Future studies could 
directly test these two alternative explanations of the truth-bias reduction when 
information is discretely provided. 

Note, that in the present experiment the truth-bias pattern was partly replicated 
for past true statements, which displayed different memory patterns than past 
false statements and were more confounded when presented as false than as true. 
Yet, the effect was now much smaller (d = .23) compared to that of Experiment 3 
(d = .48), which used a sample of similar size. Actually, counterbalancing the state-
ments now resulted to 24 true and false statements in the memory test, as opposed 
to 16 in the previous studies, which should render this experiment statistically 
more powerful (see Westfall, Kenny, & Judd, 2014). The fact that the memory-
based truth bias, if anything, was much smaller supports the idea that a discrete 
presentation moderates truth bias. 

Interestingly, the critical items of Experiments 1–3, viz. past false statements, 
were more accurately classified than past true statements. Past false statements 
were also more accurately classified when presented as false than as true. The en-
hanced memorability of the past false statements compared to the past true state-
ments may be due to their extra valence (aggravating or attenuating). That new 
aggravating and attenuating statements in Experiments 1 and 2 displayed differ-
ent classification patterns compared to neutral statements is also compatible with 
the idea that information with extra valence may trigger differential processing 
(see also Alves et al., 2015; Fessler, Pisor, & Navarrete, 2014 on positive vs. negative 
information processing). This differential processing may explain the enhanced 
memorability of the past false statements in the case of the present study. In any 
event, both memory patterns revealed for past false statements go against an alter-
native explanation of the truth bias based on stimulus properties in the previous 
studies. If anything, in Experiments 1–3 the truth bias was sufficiently strong to 
overshadow these tendencies. 

GENERAL DISCUSSION

The chief objective of this article was to test if cognitive load is a necessary condi-
tion for the operation of truth bias in a context where participants have to rely on 
external meta-information in order to show disbelief. Experiments 1 and 2 revealed 
a truth bias operating in default situations, despite participants knowing that the 
statements they encountered were false, and being able to fully focus on their as-
sessment. Our results, thus, corroborate Fiedler, Armbruster, et al.’s (1996) and 
Fiedler, Walther, et al.’s (1996) claim that the truth bias is independent of cognitive 
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load and show that this holds even when participants have available truth-value 
meta-information upon comprehension, and are explicitly urged to be vigilant. 

These results strongly support the idea that people’s cognitive resources during 
information encoding do not significantly determine the extent to which they will 
be truth biased. As such, they undermine the “automatic belief” model advanced 
by Gilbert and colleagues (1990, 1993) according to which the truth bias occurs at 
the very moment people understand a piece of information. The independence 
of truth bias from cognitive load suggests that the effect results from processes 
operating at a later stage, once participants have understood and stored the infor-
mation. That is, the truth bias is more likely due to dissociations of information 
from truth-value or source meta-information in memory, or constructive biases 
(see Fiedler, Armbruster, et al., 1996; Rapp, 2016), rather than due to automatic 
belief upon comprehension (cf. Gilbert, 1991). 

This view of the truth bias can actually compromise the extensive documenta-
tion of this effect with a strand of literature suggesting that people can automati-
cally reject inaccurate information. Studies using implicit measures have shown 
that reading false statements interferes with positive responses in a Stroop-like or 
a lexical decision task (Hasson et al., 2005; Isberner & Richter, 2014; Richter et al., 
2009). Such interference effects suggest that people can, to some extent, automati-
cally reject incoming information that they consider inaccurate. The possibility of 
automatic rejection can only be compromised with the operation of truth bias, if 
the latter effect results from processes occurring after comprehension. Under this 
perspective, it would be perfectly possible for an individual to end up believing 
a statement she initially rejects upon comprehension. Future studies could test 
this hypothesis, by using a combination of measures of information assessment 
upon comprehension (e.g., a Stroop-like task), and post-comprehension measures 
of truth bias. 

A limitation of our studies is that they did not directly test the mechanism that 
underlies the truth bias. We assessed the truth bias via two inter-correlated mea-
sures, judgments and memory, each of which is likely to reflect a separate mecha-
nism. The judgment-based truth bias seems to be a clear instance of metacognitive 
myopia (Fiedler, 2012; Fiedler et al., 2015), understood as the tendency to use large 
amounts of stimulus information, while being “naive and almost blind regard-
ing the history and validity of the stimulus data” (Fiedler, 2012, p. 2). In this line 
Fiedler, Armbruster, et al. (1996) tested whether participants’ judgments about a 
person are affected by questions they are asked, independently of the answers 
they give. In support of this hypothesis, if participants were asked whether a per-
son is aggressive, they later tended to rate the person as aggressive, even though 
they initially denied that this was the case. These findings suggest that people are 
affected by the semantic content of messages they receive, while they disregard the 
speech act within which the messages are embedded (e.g., a question, a negation, 
etc.). Our judgment results likely demonstrate similar effects of meta-cognitive 
myopia: participants ignored the meta-information signaling that the semantic 
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content of the false statements was inaccurate, and used this semantic content to 
judge the perpetrators. 

The second truth-bias index, memory, suggests that participants explicitly 
misremembered false information they encountered as true (Experiments 1 & 3) 
or as being related to meta-information signaling it is true (Experiment 2). This 
finding could be explained by a dual-process account like the one proposed for 
a closely related phenomenon—the illusory truth effect. The illusory truth effect 
reflects people’s tendency to judge previously encountered information as more 
true than new information (Begg, Anas, & Farinacci, 1992). In a typical illusory 
truth effect study, participants first receive statements that are either true or false, 
and then complete a memory test containing old statements along with new state-
ments (Begg et al., 1992; Garcia-Marques, Silva, Reber, & Unkelbach, 2015; Henkel 
& Mattson, 2011). In such a memory test, participants’ responses may be driven by 
two processes: on the one hand, by explicit memory for the source or truth value 
of the encountered statements; and, on the other hand, by the statements’ per-
ceived familiarity or processing fluency (Reber & Schwarz, 1999; Unkelbach, 2007; 
Unkelbach & Stahl, 2009). A crucial aspect of this account is that old statements 
feel more familiar or are processed more fluently than new statements, and that 
this automatic feeling makes participants judge the former as truer than the latter 
(Dechêne, Stahl, Hansen, & Wänke, 2009; Dechêne et al., 2010). In a similar vein, 
our participants’ tendency to classify false statements as true might be driven by 
feelings of familiarity or fluency. Since familiarity or fluency are relative measures, 
this interpretation of our results entails that participants to some extent com-
pared the fluency or familiarity of old statements against that of new statements 
(Dechêne et al., 2009; Dechêne et al., 2010). The finding in Experiment 1 that new 
statements were more likely to be misclassified as false than as true supports the 
possibility that participants to some extent compared old and new statements. In 
fact, this latter finding could be seen as the inverse of the truth-bias effect: not only 
are old statements more familiar or fluent than new ones, leading to the truth bias; 
new statements are less familiar and fluent than old ones, and are thus, judged as 
false. In fact, Dechêne et al. (2009) provide support for this hypothesis by showing 
that when memory tests only contain old statements, the illusory truth effect is 
moderated. It seems then that false statements might lack the fluency or familiarity 
advantage that new statements offer, and fail to be misclassified as true. 

In any event, a dual-process account of our memory data is compatible with 
the more general meta-cognitive myopia framework (Fiedler, 2012). Participants’ 
responses could be affected by an automatic feeling of familiarity to the extent that 
they disregard the meta-information signaling that false statements are false. Note 
that the operation of the automatic component of the illusory truth effect is partly 
independent of whether participants can explicitly recall the meta-information 
signaling that a false statement is false (Henkel & Mattson, 2011). Hence, it is likely 
that our participants misclassified false statements as true, even if the truth-value 
meta-information was not actually lost from their memory. Even if their memory 



194 PANTAZI ET AL.

was not impaired, however, our participants must have been myopic with respect 
to the meta-information signaling that false statements are false. A combination of 
measures of meta-information memory (cf. Experiment 2) and judgments of truth 
(cf. Experiment 1) could disentangle whether participants misremember false 
statements as true because the meta-information is lost in their memory or because 
they fail to rely on it. Understanding whether the truth bias is due to poor memory 
capacities or rather due to a generalized incapacity to rely on meta-information is 
particularly important if we are to develop successful interventions against fake 
news and misinformation.

Experiment 3 suggests that the truth bias persists in contexts with equal numbers 
oftrue and false statements. It is a common assumption that in real life true infor-
mation is more common than false information, which to some extent provides an 
evolutionary and ecological foundation for the truth bias (Kissine & Klein, 2013; 
Nadarevic & Erdfelder, 2013). On these grounds, processing fluency has been ar-
gued to be a default ecologically valid cue for judgments of truth, one that can 
actually be used in a controlled manner (Reber & Unkelbach, 2010). For example, 
in experimental contexts where processing fluency is positively linked to falsity 
rather than to truthfulness, fluently processed statements are judged as more false 
rather than more true (Unkelbach & Stahl, 2009). We believe that more nuance is 
needed in such claims. To the extent that our memory results were driven by a fa-
miliarity of processing fluency, participants in Experiment 3 have not been able to 
use such cues in an ecologically valid way. Experiment 3 thus, challenges the idea 
that people can easily adapt to a given context and switch the interpretation of 
familiarity and processing fluency in a controlled manner (cf. Unkelbach & Stahl, 
2009). 

Experiment 4 raises an important methodological issue, as it suggests that the 
paradigm commonly used to test truth-bias effects may underestimate their ac-
tual magnitude. When information is presented in chunks independent from one 
another it is more easily discounted. Although Fazio, Dolan, and Marsh (2014) 
report that suggestibility to incorrect information increases when information is 
presented in lists rather than coherently, participants in those studies were given a 
vague warning about the existence of misinformation. In this context, participants 
may have better memorized incorrect statements, which in the absence of concrete 
meta-information may have been more believable. To the contrary, our partici-
pants had specific meta-information at their disposal informing them which state-
ment was true and which statement was false. In the context of our studies, it may 
have been easier to store or retrieve the meta-information when the statements 
were presented individually, which in turn reduced the magnitude of the truth 
bias. In any event, Experiment 4 suggests that presentation mode is an important 
factor to take into account when assessing truth-bias effects. 

To conclude, our finding that the truth bias is independent of cognitive load 
and appears in its absence undermines the “automatic belief” model advanced by 
Gilbert and colleagues (Gilbert, 1991; Gilbert et al., 1990; 1993). More than 20 years 
after these seminal studies, many scholars seem to assume that cognitive load is 
an important component of the truth-bias effect (e.g., Bergstrom, Moehlmann, & 



TRUTH BIAS IN THE ABSENCE OF DISTRACTION  195

Boyer, 2006; Knowles & Condon, 1999; Prentice, Gerrig, & Bailis, 1997; Shrum, 
Wyer, & O’Guinn, 1998). The present studies both disentangle the operation of the 
truth bias from cognitive load, and provide even stronger evidence for Gilbert and 
colleagues’ assumption that people are truth biased toward incoming information. 
In fact, the results of our studies are more troubling than those of the original stud-
ies, as far as the impact of misinformation and fake news is concerned. While our 
materials specifically pertain to judicial contexts, the contemporary socio-political 
scene confirms that truth-bias effects operate across several other contexts, includ-
ing the media and politics. Psychological research can help mitigate the impact 
of these effects in real-world settings by advancing knowledge of the cognitive 
processes that underpin them. Assessing alternative explanations of the truth bias 
is a significant step toward resisting “alternative” facts.
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